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Ablation Study

Framework

• Database

Three publicly available VIS-to-NIR face recognition

datasets including the CASIA NIR-VIS 2.0 Face Database,

the Oulu-CASIA NIR-VIS Database, and BUAA-VisNir

Face Database are used for evaluations.

• Implementation Details

(1) We employ LightCNN as a basic network architecture.

Both LightCNN-9 and LightCNN-29, which are pretrained

on MS-Celeb-1M, are used to initialize parameters for HFR.

(2) The multilayer perceptron is used to model the DVR

parts. The hidden layer dimension is set to 64.

(3) SGD is employed for recognition parts and Adam is used

for DVR. The initial learning rate is set to 1e-3 and

gradually reduced to 1e-5. The batch size is set to 128.

(4) The trade-off parameters 𝜆1, 𝜆2, 𝜆3 is set to 1.0, 0.1 and

0.001, respectively.

Objective
• Disentangled Varitional Representation

• Heterogeneous Recognition Network
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Contributions
• An end-to-end Disentangled Variational Representation (DVR) framework is developed for cross-modal NIR-VIS face matching, aiming at

disentangling the NIR and VIS face representations.

• We propose to minimize the identity information for the same subject and the relaxed correlation alignment constraint on modality variations that

facilitate modeling the compact and discriminative disentangled latent variable spaces for heterogeneous modalities.

• An alternative optimization is proposed to provide mutual promotion between HFR network and disentangled variational representation part.

Comparisons

An overview of the proposed DVR approach. The NIR and VIS

representations 𝑥𝑁 and 𝑥𝑉 are disentangled into (𝜇𝑁, 𝜎𝑁) and (𝜇𝑉 , 𝜎𝑉),
respectively. We assume that there is a linear relationship, 𝑃, between

lighting variations, i.e. 𝜎𝑉 = 𝑃𝜎𝑁 . The mean discrepancy is used to

measure the difference between NIR and VIS distributions in the latent

space. The reconstructions ො𝑥𝑁 and ො𝑥𝑉 are obtained from the likelihood

𝑝(𝑥𝑁|𝑧𝑁) and 𝑝(𝑥𝑉|𝑧𝑉), respectively and are constrained by the cross-

entropy loss.

Problems
• The performance of face recognition methods, trained on large-scale VIS face images, degrades significantly when confronted by the NIR face

images due to the modality discrepancy.

• The lack of sufficient training samples for heterogeneous face recognition may lead to overfitting during training.


